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Introduction : Transfer Learning

« How can we take advantage of distributed word representation?
» Transfer Learning H

« What is Transfer Learning?

Learning Process of Transfer Learning
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(a) Traditional Machine Learning

(b) Transfer Learning

1. Introduction to Pre-trained Language Representations

2. (Feature-based approach) ELMo

3. (Fine-tuning approach) OpenAl GPT
4. OpenAl GPT3

5. (Fine-tuning approach) BERT

6. Summary

Introduction : Transfer Learning

“ Transfer Learning using word representations
» Pre-trained Word Representation
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Introduction : Pre-trained Language Representations

Let’s Dive into
Pre-trained
Language Representation,

< Two kinds of Pre-trained Language Representations
» 1) Feature-based approach
» 2) Fine-tuning approach

Introduction : Pre-trained Language Representations

+ Feature-based approach
» Use task-specific architectures that include the pre-trained representations

as additional features
= |earned representations are used as features in a downstream model

» ELMo
Corpus
L[] 7
Enhance inputs
Train with ELMos
e |
ENET BN EEET
Usual inputs have a nice

Introduction : Pre-trained Language Representations

++ Fine-tuning approach
» Introduce minimal task-specific parameters

» Trained on the downstream tasks by simply fine-tuning the pre-trained
parameters

» OpenAl GPT, BERT

Downstream task

Language Model

SSesyestes

Feature-based approach : ELMo

+ ELMo (Peters et al. 2018)
> In GloVe, Word2vec method, BTS
> Polysemous words refer to same e . fan

representation no matter the context O yitir-condition
= “l am a big fan of Mozart” M\o e}
v ‘fan’ =[-0.5,-0.3,0.228, 0.9, 0.31] e

= “Ineed a to cool the heat” /

v ‘fan’ =[-0.5,-0.3, 0.228, 0.9, 0.31]

e i e

Language Model
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Feature-based approach : ELMo

+ ELMo (Peters et al. 2018) (Cont’d)
» Let the words be represented according to the context !!!

Ineedafan .. ... fan to cool the heat
Y @

N S (e & o

Learn to consider context
from right-to-left

Learn to consider context
from left-to-right

Feature-based approach : ELMo

« ELMo (Peters et al. 2018) (Cont’d)
» Two components of the ELMo
= biLSTM pre-training part
v' Use vectors derived from a bidirectional LSTM trained with a coupled LM Objective

= ELMo part
v' Task specific combination of the representations in the biLM

Fonvard Language Model Backward Language Model
e
e _B%c _IWc¢ | 7y 5y 57 ] e femEMe >
LsTH ) ¥ ) (] (] " [ ]
e W W w v w w
Language Model
Embedding Jousi i) o [ i [==as) ju sy ]

Feature-based approach : ELMo

% ELMo (Peters et al. 2018) (Cont’d)

» Trained task-specifically

= Learned parameters(weights) from language model are used as a feature for
another task
sl HI““’ -

/
Different Task

‘tree’ from ELMo

[-0.1,0.3,0.25, 0.7, 1

Language Model

o

Feature-based approach : ELMo

+ biLSTM part
» Two objectives : predicting word in forward direction, backward direction
= Forward : p(ty, ty, ., ty) = [Th=1 D(t1]t1, ta, o timr)
v Task of predicting next token
= backward : p(ty, ty, ..., ty) = [Ti=1 P(tic|tisrs teszs s tn)
v Task of predicting previous token
» Overall objective is to jointly maximizes the log likelihood of the forward and
backward directions

= J(0) = XN Qogp(telty, ., trs; O, Busras, 05) + 10gP(tiltisa, st O, Brsan, 65))

Possile classes: - Forward Language Model ckward Language Model
- LSTM &
outp s Layer #2
Layer
LM Fe e __Bc | 5 |
Layer #2 LSTM 0 ¢ ) [ [ [
Layer #1 w w w w w w

Embedding ~ EEEN & EEEE  EEE T EE  EEE




Feature-based approach : ELMo

Feature-based approach : ELMo

< ELMo part
» Part where the ELMo word representation is defined

» Task specific combination of the intermediate layer representations in the
biLM

Ry = {hé‘il\fnestep(k),layer(i)lj =0, ...,L}

Forward Language Model Backward Language Model
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< ELMo part (Cont’d)
» Layer representation trained from biLSTM part, Ry,

» ELMo collapses all layers in R into a single vector,
ELMoy = E(Ry; ©,)

[ Ry = {hlfil‘r,’nestep(k),layer(j)lj =0,..,L} J

r, LM LM 1
thstickl,z hlstickl,ZJ

-> =
LM LM
thstickl,l hlstickl,l]

LM LM 5
[Xlstickl Xysticks]

Feature-based approach : ELMo

+ ELMo part (Cont’d)
» ELMo collapses all layers in R into a single vector,
> Choices of ELMoy = E(Ry; 0,)

= Simplestcase : ELMog = E(Ry) = hi'f (top layer) (Peters et al. 2017, McCann
etal. 2017) -
= General case : compute a task specific weighting of all BH:M layers
down-stream task learns weighting parametér§

L
ELMO;t(HSk = E(Rk; @task) = ytaskz

tasky, LM Y,
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Feature-based approach : ELMo

< ELMo Evaluation

INCREASE
TASK | PREVIOUS SOTA H Our ELMo+ (\ ysoLute/
BASELINE BASELINE RELATIVE)
SQUAD | Liu et al. (2017) 844 | 811 858 47/249%
SNLL | Chen etal. (2017) 88.6 | 88.0 887017 0.7/58%
SRL | Heetal (2017) 817 | 814 84.6 32/172%
Coref | Leeetal. (2017) 672 || 672 704 32/9.8%
NER | Petersetal. (2017) 9193019 | 90.15 92224010 2.06/21%
SST5 | McCann et al. (2017) 537 || 514 547405  33/68%

Question Answering, SQUAD : average F; score- +1.4% than SOTA

Textual Entailment, SNLI : accuracy score - +0.7% when SOTA + ELMo

Semantic Role Labeling, SRL : average F; score - +3.2% when SOTA reimplementation + ELMo
Coreference resolution, Coref : average F, score - +3.2% when SOTA reimplementation + ELMo
Named Entity Extraction, NER : average F, score - +0.3% when SOTA + ELMo

Sentiment Analysis, SST-5 : accuracy score - +1% when SOTA reimplementation + ELMo

v VvV Vv

v VvV Vv




Feature-based approach : ELMo

< ELMo Evaluation : effects of ‘Deep biLM’ part
» Deep biLM effects

Model ‘ Fy Model ‘ Ace.
WordNet st Sense Baseline | 65.9 Collobert et al. (2011) | 97.3
Raganato et al. (2017a) Ma and Hovy (2016) 97.6
Iacobacci et al. (2016) Ling et al. (2015) 97.8
CoVe, First Layer CoVe, First Layer 93.3

CoVe, Second Layer
biL.M, First layer
biLM, Second layer

CoVe, Second Layer | 92.8
biLM, First Layer 97.3
biLM, Second Layer | 96.8

» using biLM’s context represenk‘taktion,
= Disambiguate word sense in thé“‘sgurce sent (Word
v" Deeper layers catch more of semantic informatiol
= Disambiguate part of speech in the source sent (POS tagging test)

v' Shallower layers catch more of syntactic information

se Disambiguity test)
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Fine-tuning approach : Open-Al GPT

Quiput

< OpenAI-GPT Probabiiities

» From ‘Improving Language

Understanding by Generative
Pre-Training’ paper, Radford et Foed
al. 2018 —

» Make use of Transformers model
into unsupervised pre-training

Maskad
Muli-Head
Attention
L =

5 —)

;_@ Positional

Encading
Output

Embedding

» ltis then transferred to
discriminative tasks (downstream
task)

Encoder ] f Decoder
(BERT) g (GPT)

Fine-tuning approach to pre-trained Word Representation

+ Fine-tuning approach
» Trained on the downstream tasks by simply fine-tuning the pre-trained
params
= Minimal task-specific parameters

= “fine-tune effectively with minimal changes to the architecture of the pre-trained
model,” (Radford et al. 2018)

» OpenAl GPT, BERT

Downstream task

Language Model

D@ @D

Fine-tuning approach : Open-AI GPT

< Framework

> First stage, learning a high-capacity language model on a large corpus of
text(BooksCorpus dataset)

» Followed by a fine-tuning stage where the model adapts to a discriminative
task with labeled data

+« First Stage, Unsupervised pre-training
» Language model objective with large corpus of unlabeled data
> Li(W) = E;logP(uilui—, .., ui-1; 0)
= k :size of the context window
= U= {uq, Uy, ..., Up} : unsupervised corpus of tokens
= P :modeled using a neural network with parameters 6

» Multi-layer Transformer decoder block for the language model

20




Fine-tuning approach : Open-AI GPT

Fine-tuning approach : Open-AI GPT

« Transformer (Decoder Block)
Linearly transform d, : Q (Query) , linearly transform the others : K (Key)

v

Y

Dot product of every neighboring position
(mask out future words logits by multiplying 10e-9)

> Softmax the logits Convex Combination of the softmax result then put
through FFNN

=> Becomes the re-representation of d, = d’,

A7

A

Decoder Self-Attention d,
t

+ First Stage, Unsupervised pre-training (Cont’d)
» Overview
= Inputs tokenized by spaCy tokenizer
= Inputs are fed into 12 layers of Transformer blocks in each time step
= Last layer produce probability distribution over BPE based vocabulary (40,000)

OpenAl GPT

account
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Fine-tuning approach : Open-AI GPT

< First Stage, Unsupervised pre-training (Cont’d)
» 12 layers of Transformer blocks
= i) Masked multi-headed self-attention over the input context tokens
= ji) Followed by position-wise feedforward layers
= iii) Softmax of feedforward result over the target tokens

Output: Probabilities over tokens

h W]

Transposed embedding W,

IR, s = e N .
Add & Layer norm

Pointwise feed forward
Add & Layer norm
Masked multi-headed seif-attention

T e -XWoe 4 W=
Embedding matrix W,

| Transformer Block
i Repeat x L=12

hy = transformer block(hg_,)
e=1,..,L

Input: x
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Fine-tuning approach : Open-AI GPT

« First Stage, Unsupervised pre-training (Cont’d)
» Example) “l want to build a language model architecture ...”

‘build’ *==--~__

| 2 ﬂmm““l\wm

Output: Probabilties over tokens

h

R XWt Wy >

Embedding matrix W,




Fine-tuning approach : Open-AI GPT

+ Second Stage, Supervised fine-tuning

» Once the first stage is finished with unsupervised corpus of tokens, our
language model parameter is pre-trained thus it is available as pre-trained
word representation

» Adapt the parameters from first stage to the supervised target task with
labeled dataset C = {cy, ..., c,} where c; = {x},...,x™, y,}

» The inputs are passed through our pre-trained model to obtain the final

transformer block’s activation h* . N

= m: last token index, [ : last layer index ! P(ylxt, ..., x™) = softmax(hi" W)

P et Btorzgszaacas 5. prmmmzsmnzasancds By oo - T Brcocccsiaanas ~

‘Add & Layer norm 'Add & Layer nom Add & Layer norm.
Pointwise feed forward l Pointwise feed forward . Pointwise feed forward

Add & Layer nom Add & Layor nom Add & Loyer nom
Masked muli-headed selfateniion I Masked muli-headed sel-atienion Masked mull-headed sefatenton I
TR Ry AWt Wy S M W AWy s Wt Wy .

Embedding matrix W, Embedding matrix W, Embedding matrix W

Fine-tuning approach : Open-AI GPT

Fine-tuning approach : Open-AI GPT

« There is one problem in Second Stage ...
» Input form of the Open-Al GPT looks like
" U= {uy, Up, oo, Un},
ex) {'I', ‘am’, ‘a’, ‘student’, ‘I', ‘like’, ‘studying’, ... }
» In task-specific task such as question answering, textual entailment

= They have structured inputs
ex) {document, question, answers}

Article: Endangered Species Act

Paragraph: “ ... Other legislation followed, including
the Migratory Bird Conservation Act of 1929, a 1937
treaty prohibiting the hunting of right and gray whales,
and the Bald Eagle Protection Act of 1940, These later
laws had a low cest to society—the species were rela-
tively rare—and little opposition was raised.”

q ues tlon ‘7_(%2,5&"" 1: “Which laws faced significant apposition "]

/ i Question 2: “What was the name of the 1937 treaty?”

answer Plausible Answer: Bald Eagle Protection Act

document\
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Fine-tuning approach : Open-AI GPT

+ There is one problem in Second Stage ... (Cont’d)
» How to align those structured inputs so as to fine-tune with the structured
inputs in a pre-trained input manner?
= Fit form of the inputs to the model
= ‘Start,’ ‘Delim,” ‘Extract’ tokens !!
= Ex) Entailment task, input has structured form
= Align the input as below

remise and Entailment

> See the difference between Feature-based & Fine-tuning approach?
= Feature-based : You fit your representation to the task
= Fine-tuning : task is fitted to the representation learning

Entailment | Start [ Premise | Delim |. i ]Exlracl ]]—-[Transfarmer H LinearJ

27

“ Second Stage, Supervised fine-tuning (Cont’d)

Classification l Start | Text j Extract H——l Transformer H Linear ‘

Entailment l Start

Premise | Delim | Hypothesis | Extract H—| T }+{ Linear |

®

[sat [ Tea1i [ oeim [ Text2z | Exvact H—-| Transformer
Similarity Linear

2 Sat | Textz | Deim | Textl | Exact H-| T

[ st [ context | peim [ Answer1 [ Extact H—[ T F+{ Linear

Multiple Choice \ Start

Text & Position Embed l Start

Context ] Delim | Answer 2 |Exuacl ‘]—{ H Linear

Context ] Delim | Answer N |Ex|racl ‘]—{ H Linear

28




Open-AI GPT 3

+ Task-agnostic Language Model
» Fine-tuning 8= 8 &4 0| £2 Task-agnostic NLP 2 &
» Zero-shot Learning?

You are better than
CNN!

Open-AI GPT 3

% Model: GPT-22 S2& X
> TH2tOIE 4= St (175B TH2t0IE)
< CIOIE 204
> 45TBL} E| = 150Billion Token (500GB & Xz| & Sl AE)

COMPARISON: NLP PRE-TRAINED MODELS
175,000
El
E
g
E|
E
-
:
1-ooo‘7’°°°
118 66 1m0 10 125 340 340 355 %500 (]
P
,!’ fff g’fﬁ & e' &

Compartison: Size of paremeters between models.
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Open-AI GPT 3

+ Task-agnostic Language Model
» Few-shot Learning

Zero-shot Fine-tuning
The model predicts the answer given only a natural language The model is trained via repeated aradient updates using a
discription of the task. No gradient updates are performed large corpus of example tasks.

One-chot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed

te English to French

Few-shot

In addition to the task description, the model sces a fow
examples of the task. No gradient updates are performed.

30

Open-AI GPT 3

v =X M4 L Cloze A= AFI| A0 &t Hs

LAMBADA LAMBADA StoryCloze HellaSwag

Setting (acc) (ppD) (acc) (acc)
SOTA 68.0¢ 8.63" 91.8° 85.67
GPT-3 Zero-Shot 76.2 3.00 832 789
GPT-3 One-Shot 725 3.35 847 78.1
GPT-3 Few-Shot 86.4 1.92 87.7 793
Alice was friends with Bob. Alice went to visit her friend . — Bob
George bought some baseball equipment, a ball, a glove, and a L=

« Translation

Setting En—Fr Fr—+En En-*De De-En En-sRo Ro—En
SOTA (Supervised) ~ 456°  350°  4LY 402 385 39.9°
XLM [LC19) 334 333 264 343 333 318
MASS [STQ™ 19] 375 349 283 35.2 352 331
mBART [LGG*20] . . 298 340 350 305
GPT- 1 Zero-Shot 252 21.2 246 212 14.1 199
283 33.7 262 30.4 206 38.6
326 B2 29.7 40.6 210 395

32




Fine-tuning approach : BERT

< BERT (Bidirectional Encoder Representations from Transformers)
» Paper published in NAACL 2019 by Google Al

» “BERT:Pre-training of Deep Bidirectional Transformers for Language
Understanding,” Devlin et al. 2019, NAACL.

» Won Best Long Paper

33

Fine-tuning approach : BERT

« BERT (Bidirectional Encoder Representations from Transformers)
» BERT is designed to pre-train representations by jointly conditioning on
both left and right context in all layers
= How? By training on two new tasks !
v Word Representation learning via “masked language model” task
v “Next Sentence Prediction” task

0s.

| [ | [mask] [ & ]

label information to LM. 5 model task

Illegally injecting future Masked language 4-

Fine-tuning approach : BERT

“ BERT (Bidirectional Encoder Representations from Transformers)

» Open-Al GPT cannot take on right to left context

= Deep bidirectional model is more powerful than either a left-to-right model(GPT)
or the shallow concatenation of a left-to-right and right-to-left model(ELMo)
= Every token can only attend to previous tokens in the self-attention layers of the
Transformer
= This is due to the fact that standard Language Models can only be trained left-to-
right or right-to-left
v Since bidirectional conditioning would allow each word to indirectly “see itself” in a
multi-layered context.
v' Ex) language model training “As long as you love me” from left to right

=)

Illegal !!!

“long” | ‘i

| 's0s | 4 «as

Fine-tuning approach : BERT

+ Masked Language Model?
» How about mask one of the tokens in a sentence and guess what that is
» Ex) As long MASK you love me : “as”
» Can take account of the context after the target token

“ Next Sentence Prediction task?
» Guessing appropriate sequence after which follows
» Ex) current sequence : “I think | mastered the concept”

Appropriate next sequence Inappropriate next sequence
Now I can start coding. What's this smell?
Let’s do it!! Can you smell it too?

36 4




Fine-tuning approach : BERT

« Overall Architecture
» Multi-layer bidirectional Transformer Encoder

= Transformer is now able to refers to the right-to-left context due to the changed
train objectives

» Task specific layer on top of the model

Pre-trained model
BERT (Ours) OpenAl GPT ELMo
. T 1 T T T T T, T,
L3 L3 T L ¥ s X
o = NG =1z e
@g@ M G e latm e o i Lo el Do = e
s i) o g i s Lt e Lam e e Lam s o Latm o= o Lam
M I\ e —_—
e ([ & (S K C [ € [ l
Fine-tuning Fealure-bau’d

é
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Fine-tuning approach : BERT

« Overall Procedure
» How to construct an input?
= [CLS] + sentence A + [SEP] + sentence B
= Just like ‘start’, ‘delim’ tokens : ‘CLS’, 'SEP’ tokens

» Input example
= Ex)['CLS’, ‘my’, ‘dog’, ‘is’, ‘cute’, ‘SEP’, ‘he’, ‘likes’, ‘playing’, ‘SEP’]

- @ﬂﬂ@@@@@mmww

Fine-tuning approach : BERT

+« Overall Architecture
» Two model sizes
= BERTgasg : L=12, H=768, A=12
= BERT,apgg : L=24, H=1024, A=16
= Where L = number of layers, H = hidden size, A = self-attention head

12

L=24

| BERTyapce ‘

38
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Fine-tuning approach : BERT

% Overall Procedure (Cont’d)

» Input is represented and fed to the model summing
= 1) WordPiece embeddings (Wu et al. 2016)

= 3) Learned positional embeddings

o () () () () ) ) () () ) ()
e Emallen] () & I ] e ][] (e[
e, [N S0 D N e s [ e D)

4



Fine-tuning approach : BERT

«+ Overall Procedure (Cont’d)
» 1) WordPiece embeddings (Wu et al. 2016)

= Use embeddings trained with objectives that selects D wordpieces such that the
resulting corpus is minimal in the number of wordpieces when segmented
according to the chosen wordpiece model

= Data-driven tokenization method that aims to achieve a balance between vocab
size and out-of-vocab words

: " | hke stawberdies , 3 werds
v’ “strawberries”
= "straw” + “berries [eLs], "I, “Me”, “sean”, #rbeccis , CSEPT ,  dutans
1@
= Enables BERT to only store P 1 koo Enbebliggs (
30,522 “words” in its vocab

and very rarely encounter
out-of-vocab words

41

Fine-tuning approach : BERT

frral topet 2

——— ,
ke cats” 7 | like dogs ", 2weeh

1 () coneat ond Colatize

+ Overall Procedure (Cont’d)
» 2) Segment Embeddings
= Segment Embeddings help
BERT distinguish the LCi8] | like casé [SEPT | like Jr:js 5 8 boduns
tokens in input pair
= SentA:Index 0 — 768 vec
Sent B : index 1 — 768 vec

= Index 0 when input only contains
one input sentence 1 ® Losap vector cepresskion

2 I Seqeot Embeddings

—_—
¢

| coats
olololofo] 1 '},]/;/f{
— e

1 @ lobel o dishinpuish inpud

L8] | like casé [SEPT | like 4755 , 0% input |
o [ Iw ~
o o o [ N

-
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Fine-tuning approach : BERT

<+ Overall Procedure (Cont’d)
» 2) Positional Embeddings

| I think, therefore Iam

the first “I” should not have the same vector representation as the second “I".

= BERT is designed to process input sequences of up to length 512
= BERT learns a vector representation for each position

é
43 4

Architecture of Transformer

+ Multihead attention in Transformer
» Sentence is about ‘who,” ‘did what,” and ‘to whom’
» In CNN, different filters learn the concept of ‘who,” ‘did what,” and ‘to whom.’
» Self-attention can’t pick out different information from different places
= |t's just a linear combination everywhere Convolutions

Encoder Self-Attention

Value —__ : e/ vawar Toaor
— L ® o ®
) =) == ‘ \
1 - - 5 ‘ th
=7 e e e,

m« = QKT
A AQK,V) = softmaz(Sm)V
T @ ) softmaz(\/Tk)
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Architecture of Transformer

«* Multihead attention in Transformer (Cont’d)
» Apply self-attention multiple times, each of them linearly transform token so
that it conveys different information of interests

Attention head: Who Attention head: Did What?

kicked
.

the. ball

. )
1 kicked the ball
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Fine-tuning approach : BERT

< Task #1 : Masked LM (Cont’d)
» Two downsides of this approach
= 13t we are creating a mismatch between pre-training and fine-tuning
v ‘[MASK] token is never seen during fine-tuning time

» Take special steps
Ex) “my dog is hairy” and ‘hairy’ is randomly selected

= 80% of the time (0.8 x a%) : MASK
v “my dog is [MASK]"

= 10% of the time (0.1 X a%) : Replace with a random word
v “my dog is apple”

= 10% of the time (0.1 x a%) : Keep the word unchanged
v “my dog is hairy”

47

Fine-tuning approach : BERT

% Task #1 : Masked Language Model (MLM)
» Mask a% of the input tokens to be predicted
» The final hidden vectors corresponding to the mask tokens are fed into an
output softmax over the vocab

/ﬂﬂ

softmax softmax
[CLS] man [MASKI [MASKI buy
| [ ] (oo ] [owas] [0 ] [oaasa] |
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Fine-tuning approach : BERT

+ Task #1 : Masked LM (Cont’d)

» Two downsides of this approach
= 20 only 15% of tokens are predicted in each batch
v" which suggests that more pre-training steps may be required for the model to converge
v Left-to-right model predicts every token so it converges faster
= However, empirical improvements of the MLM model far outweigh the increased
training cost

g
£
2
<
]
a
|
Z
=
—#— BERTgasg (Masked LM)
76 | —3— BERTgasg (Left-to-Right)
200 400 G600 800 1.000
Pre-training Steps (Thousands)
48
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Fine-tuning approach : BERT

< Task #2 : Next Sentence Prediction (NSP)

» To equip with ability to understand the relationship between two text
sentences which is not directly captured by LM.
= Question Answering(QA), Natural Language Inference(NLI) tasks

» Pre-train binary next sentence prediction task

_‘
S 9 £ CBEN A
BERT

[afe ] [alemlle ] [&]

I [

Sentence 1 Sentence 2
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Fine-tuning approach : BERT

< Task #2 : Next Sentence Prediction (NSP) (Cont’d)

11% vs 89%

_‘
CIE)- Gl ()
BERT

[l ] [&]l5mlle]- [&]

=E- HEE- 6

Sentence 1 Sentence 2

[CLS] the man went to [MASK] store [SEP] starry [MASK] night [SEP]
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Fine-tuning approach : BERT

« Task #2 : Next Sentence Prediction (NSP) (Cont’d)

| IsNext |

_‘
CIC) Gl ()
BERT

[eale ] [ ]lmlle] - [&]

Tox Tox Tox

Sentence 1 Sentence 2

[CLS] the man went to [MASK] store [SEP] he bought a [MASK] chocolate milk [SEP]
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Fine-tuning approach : BERT

% Task #2 : Next Sentence Prediction (NSP) (Cont’d)
» Effect of training with the task of NSP

Dev Set
Tasks MNLI-m QNLI MRPC SST-2 SQuAD
(Acc) (Acc) (Acc) (Acc) (FI)
BERTgAsE 84.4 884 867 927 885
No NSP 83.9 849 865 926 879
LTR & NoNSP  82.1 843 715 921 77.8
+BIiLSTM 82.1 841 757 916 84.9

= No NSP : trained without the NSP task
= LTR & No NSP : trained without the NSP task + only left-to-right LSTM

» Removing NSP hurts performance significantly on QNLI, MNLI, SQUAD
which depend largely on the relationship between two sentences

52
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Fine-tuning approach : BERT

Fine-tuning approach : BERT

+ Now that the pre-trained model is ready, start fine-tuning !
> No need to construct another model for another task
» Just add the output layer parts !

Just add params

 for spesifi fask )

pre-trained ﬂ ﬂ ﬂ ﬂ ﬂ ﬂ ﬂ——*Fine—tuning

model 7 |mlE]- [ElEE]- =]
ready

Sentence 1 Sentence 2
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% Fine-tuning
> [CLS] embedding (C € R") is mostly used for fine-tuning task
> Only new parameter (W e RK *H) for classification layer
= K is the # of classifier lables, ex. 2 for ['IsNext’, ‘NotNext']
> Label probabilities (P € RX = softmax(CWT))

A

«— K—>

!

Al Just add params

_c | ifor specific task | .|

pre-trained ﬂ ﬂ ﬂBﬂRﬂ ﬂ ﬂ——> Fine-tuning

model - [ellm ] [ [l )~

ready

Sentence 1 Sentence 2
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Fine-tuning approach : BERT

< Fine-tuning in spanning or token-level task

» Modified slightly to use different number and different location of the hidden-

states other than [CLS]

Starl/End Span o BPER - o
. n
BERT

iy t

Question Paragraph Single Sentence
(c) Question Answering Tasks: (d) Single Sentence Tagging Tasks:
SQuAD v1.1 CoNLL-2003 NER
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+ Result

» GLUE(General Language Understanding Evaluation) Dataset
= Obtains 4.5% and 7.0% respective average accuracy improvement over the prior

SOTA
System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE  Average
392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k -
Pre-OpenAI SOTA 80.6/80.1 66.1 823 932 35.0 81.0 86.0 61.7 74.0
BiLSTM+ELMo+Atm 76.4/76.1 648 79.8 90.4 36.0 733 84.9 56.8 71.0
OpenAl GPT 82.1/81.4 70.3 87.4 91.3 45.4 80.0 82.3 56.0 731
BERTpase 84.6/83.4 71.2 90.5 935 52.1 85.8 889 66.4 79.6
BERT arce 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 82.1

Table 1: GLUE Test results, scored by the evaluation server (https://gluebenchmark.com/leaderboard).
The number below each task denotes the number of training examples. The “Average” column is slightly different
than the official GLUE score, since we exclude the problematic WNLI set.* BERT and OpenAI GPT are single-
model, single task. F1 scores are reported for QQP and MRPC, Spearman correlations are reported for STS-B, and
accuracy scores are reported for the other tasks. We exclude entries that use BERT as one of their components.
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+ Result (QA test)

System Dev Test
EM FI EM Fl

Top Leaderboard Systems (Dec 10th, 2018)

Human - - 823 912
#1 Ensemble - nlnet - - 860 917
#2 Ensemble - QANet - - 845 905
Puhlished
BiDAF+ELMo (Single) - 856 - 858
R.M. Reader (Ensemble) 81.2 87.9 823 %83
Ours

BERTg sk (Single) 80.8 885 - -
BERT arce (Single) 84.1 909 - -
BERT| srce (Ensemble) 85.8 01.8

BERT sgce (Sgl+TriviaQA) 842 91.1 851 91.8
BERTLagrGE (Ens.+TriviaQA) 86.2 92.2 874 93.2

Table 2: SQuAD 1.1 results. The BERT ensemble
is 7x systems which use different pre-training check-
points and fine-tuning seeds.
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% Result SQuAD 2.0
» SQuAD 1.1 + ‘No Answer’ task

» +5.1 F1 improvement over the previous best system

System Dev Test
EM Fl EM Fl

Top Leaderboard Systems (Dec 10th, 2018)

Human 863 89.0 B9 895

#1 Single - MIR-MRC (F-Net) - - 748 78.0

#2 Single - nlnet - - 742 77A
Published

unet (Ensemble) - - 714 749

SLQA+ (Single) - 714 744

Ours
BERTLarcE (Single) 78.7 81.9 80.0 83.1

Table 3: SQuAD 2.0 results. We exclude entries that
use BERT as one of their components.
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Thank you for your attention!

1 ¥ = (Ko, Youngjoong)
niplab.skku.edu
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